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Summary

The U.S. Department of Energy sponsored a series of nine field experiments (Burro
series) conducted jointly in 1980 by the Naval Weapons Center, China Lake, California,
and the Lawrence Livermore National Laboratory to determine the transport and disper-
sion of vapor from spills of liquefied natural gas (LNG) on water . The spill volume
ranged from 24 to 39 m3 , the spill rate from 11.3 to 18 .4 m3 /min, the wind speed from
1 .8 to 9.1 m/s, and the atmospheric stability from unstable to slightly stable . An exten-
sive array of instrumentation was deployed both upwind and downwind of the spill
pond . Wind speed and direction, gas concentration, temperature, humidity, and heat
flux from the ground were measured at different distances from the spill point and at
different elevations relative to ground level . The wind and gas-concentration data were
analyzed to further define the fluid dynamic and thermodynamic processes associated
with the dispersion of the gas cloud. Data pertaining to differential boiling of LNG and
observed rapid phase-transition explosions were also analyzed .

The principal conclusions are summarized as follows : The turbulent processes in the
lower atmospheric boundary layer dominated the transport and dispersion of gas for all
experiments except Burro 8. Burro 8 was conducted under very low wind-speed condi-
tions, and the gravity flow of the cold gas displaced the atmospheric flow, causing the
wind speed within the cloud to drop essentially to zero . This has profound implications
for hazard prediction from large accidental spills . High-frequency (3-5 Hz) gas-
concentration measurements indicate that peak concentrations within the flammable
limits are common with 10-s-average concentrations above 1% . This implies a larger flam-
mable extent than averaged data or calculations would indicate . Differential boiloff of
LNG was observed with resultant enrichment of ethane and propane in the cloud at
later times. This ethane-enriched region propagates downwind and represents an addi-
tional hazard since it is more easily detonated than the methane-rich region . Energetic
rapid phase transition (RPT) explosions, though not expected, did occur under at least
two different circumstances during the Burro 6 and 9 tests. These explosions were large
enough to damage the facility and raise questions about the coupling of the RPT-
produced shock wave into the ethane-rich region of the cloud .
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1 Introduction

The Burro series of LNG (liquefied natural gas) spill experiments was per-
formed at the Naval Weapons Center (NWC), China Lake, California, be-
tween June 6 and September 17, 1980 . These experiments were conducted
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jointly by personnel from NWC and the Lawrence Livermore National
Laboratory (LLNL) as part of U .S . Department of Energy (DOE) research
into LNG safety . In the first experiment, Burro 1, approximately 35 m 3 of
liquefied nitrogen was spilled onto water to develop a fog-correction algo-
rithm for the infra-red gas sensor . In the eight remaining experiments,
Burros 2-9, 24 to 39 m 3 of LNG was spilled onto water to measure the
dispersion of the LNG vapor cloud in the atmosphere under various condi-
tions . Only Burros 2-9 are considered in this paper, with emphasis on
Burros 3, 7, 8 and 9 .

A more detailed description of the Burro series is presented in [1],
together with an extensive compilation of data . The "Experimental descrip-
tion" section of the present paper is based largely on selected portions of
[1] and contains brief descriptions of the test facility, instrumentation,
data base, and spill experiments . The remainder of the paper presents obser-
vations and analyses of the data obtained in these experiments . Topics dis-
cussed include observed interactions of the wind field and gas cloud, LNG
vapor dispersion, ground heat transfer, humidity enhancement, differential
boiling of LNG, and the rapid phase transitions observed during Burros 6
and 9 .

2 Experimental description

2.1 Facility and instrumentation array
Figure 1 is a site plan showing the layout of the facility . The water test

basin has an average diameter of 58 m, with an average water level about
1.5 m below the surrounding ground level. The average depth of the water
is approximately 1 m . The slopes of all but the south bank have been re-
duced to about 20% to provide less turbulent wind flow over the water test
basin . The terrain immediately downwind of the water test basin rises to a
height of about 7 m above the water level at a downwind distance of about
80 m and remains relatively level thereafter . A spill plate, attached to the
end of the spill pipe and generally located just below the water surface, is
used to direct the downward flow of LNG horizontally out onto the pond
surface .

A large array of gas-sensing and wind-measuring instruments was
deployed upwind and downwind of the spill site to measure properties of
the dispersing gas and the atmosphere into which it was dispersing . A
schematic diagram of the array, superimposed on the topography around
the spill facility, is shown in Fig . 2. The array centerline was oriented along
a bearing of 45 ° true (N 29° 30'E magnetic), which coincides with the pre-
vailing southwesterly wind direction (blowing from 225 ° ) for the summer
season.

The large array was composed of three smaller arrays : one array of 2-m-
high cup-and-vane anemometers to map the wind field, one three-level array
of gas sensors (at 1, 3 and 8 m) to track the cloud, and one three-level ar-
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Fig. 1 . Site plan of Naval Weapons Center (NWC) spill facility at China Lake .
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ray of propeller bivane anemometers (at 1 .36, 3 and 8 m) and fast gas
sensors (at 1, 3 and 8 m) to track the cloud and measure turbulence effects .
A typical turbulence station is shown in Fig. 3 . Figure 4 is a photograph
looking upwind at the spill facility and the pond between two towers in the
57-m arc.

Antenna

Height above ground (m)

-10
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Fig. 4. View of the spill facility and pond, looking upwind between a turbulence station
and a gas station in the 57 m arc .

The 20 wind-field stations were located at regular intervals from 800 m
upwind to 900 m downwind . The 25 gas stations and 5 turbulence stations
were arranged in arcs at 57, 140, 400 and 800 m downwind from the spill
point. An additional turbulence station just upwind of the spill pond had bi-
vanes, a humidity sensor and thermocouples, but no gas sensors .

The gas stations were similar to the turbulence stations, except that they
had no anemometers . They also took data at a slower rate (1 sample/s, com-
pared to 3 to 5 samples/s for the turbulence stations) . Seven of the gas sta-
tions had humidity and heat-flux sensors, as well as the normally present gas
and temperature sensors . The remaining 18 gas stations had three levels of
gas sensors and themocouples .

All of the stations were battery-powered and microprocessor-controlled,
with some onboard memory. They communicated with the data-recording
trailer by radiotelemetry, turning on instruments on command and sending
back data when polled .

2.2 Instrumentation
The instrumentation used in the Burro experiments is described in detail

in [ 1 ] . The following is a summary of the instruments used to acquire data .
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2.2.1 Gas-concentration sensors
Three levels of gas-concentration sensors were installed at the 25 gas sta-

tions and 5 turbulence stations, for a total of 90 sensors . Thirty-three were
infra-red sensors developed by LLNL, 45 were IST (International Sensor
Technology) solid-state sensors, and 12 were MSA (Mine Safety Appliance)
catalytic sensors. A prototype version of a JPL (Jet Propulsion Laboratory)
infra-red sensor was fielded on Burros 7, 8 and 9, yielding data that agreed
well with the LLNL infra-red sensor operating next to it.

2.2.1 .1 LLNL infra-red sensors We developed the LLNL infra-red
sensors because gas sensors suitable for use in LNG spills did not exist .
What was needed was a fast, differential, infra-red absorption sensor that
was portable, would work in the dense fog associated with LNG spills, and
would detect separately methane, ethane and propane. The LLNL sensor [2]
is fast and was developed to work in the fog (atmospheric water vapor con-
densed by cold LNG vapors) and to detect separately methane and ethane-
plus-propane . The JPL sensor [3] is also fast, but was developed to work in
fog-free regions and to detect separately methane, ethane and propane .

In the LLNL sensors, infra-red radiation from a source passes along an
optical path open to the atmosphere . If hydrocarbons and/or water droplets
are present, absorption (or scattering) occurs, and the amounts of absorp-
tion specific to methane, ethane-plus-propane, and fog are detected at a
pyroelectric detector . Absorption specific to these species is defined by four
narrow band-pass filters between 3 .0 and 3.9 gm . In the absence of fog, the
two middle bands are used to determine the methane and ethane-plus-
propane concentrations, and the other two bands are used as reference
channels to compensate for changes in system throughput resulting from
dust on the lenses or temperature-induced baseline shifts . In the presence of
fog, the two outer bands are also used to correct for spectral scattering due
to fog particles . The calibration algorithms are based on experimental data
for the hydrocarbons and on Mie scattering calculations and experimental
data for fog obtained during the Burro 1 liquid-nitrogen spill. The single-gas
calibration uncertainties were ±5.5% and ±2.5% of the gas-sensor reading, or
±0.9% and ±0.3% gas concentration for methane and ethane, respectively .
Several calibration checks in the field have shown that the calibrations are
quite stable in that they did not change over four months of operation in
the desert environment. The overall accuracy of the system can be esti-
mated by combining the gas-concentration results with a self-consistency
examination of the data from Burro 1, which had fog but no hydrocarbon
gas . For the great majority of the Burro 1 data, the results showed quite
variable fog concentrations but essentially no apparent hydrocarbons . The
dense fog caused some sharp spikes to occur in the methane and ethane-
plus-propane channels . However, the apparent average methane and ethane-
plus-propane concentrations during the time dense fog was present were
only 0.1% and 0.9%, respectively . The overall uncertainty in either the
methane or ethane-plus-propane results is about ±1% gas concentration in
the presence of dense fog .
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2.2.1 .2 IST solid-state sensors The IST sensors were designed to detect
hydrocarbon gas concentrations as high as 25% . They proved to be sensitive
to humidity in the presence of methane, and they showed variable sensitiv-
ity to the higher hydrocarbons, ethane and propane . Corrections were devel-
oped for these effects and applied to the data . Some sensors exhibited cali-
bration and gain changes during the course of the experiments ; consequent-
ly, all sensors were recalibrated after completion of the effort at China
Lake . The result of these corrections to the IST sensor data is a fairly high
residual uncertainty in their accuracy . Our current estimate is that the un-
certainty is 20-30% of the indicated value for concentrations less than 5%
and, for higher concentrations, as high as 50% for some of the poorer
sensors . When corrected IST data were compared with data from an LLNL
infra-red sensor at the same location during Burros 8 and 9, they showed
agreement to within about 10% of reading.

2.2.1 .3 MSA catalytic sensors MSA sensors are well-understood, stan-
dard commercial units that operate on the catalytic principle and work well
as long as the gas concentration remains below the stoichiometric mixture
(10% for methane). The sensor response is very linear, and the uncertainty
is about 10% of reading .

2 .2.2 Humidity sensors
Eight humidity sensors were mounted at stations throughout the array, in-

cluding one at upwind turbulence station T-1 . These sensors were developed
at LLNL specifically for use in cold fog . The sensitive element is the com-
mercially available Humicap (Vaisala) . The Humicap cannot tolerate contact
with liquid water so it is protected by a porous sintered frit that is heated
to 40°C to evaporate the water droplets. Calibration data indicate a linear
response over the 10-60% relative humidity range at 40 °C and a non-linear
response below 10% . The average sensor calibration accuracy is ±0 .5% rela-
tive humidity . Side-by-side comparisons of the instruments show agreement
to better than ±2%, while long-term drift is estimated to be less than ±3%
relative humidity .

2.2.3 Wind-field anemometers
The wind-field measurements were made by commercially available two-

axis cup-and-vane anemometers (Met-One) located at 20 stations, 2 m above
the ground, both upwind and downwind of the spill point . They have a
starting threshold of 0 .2 m/s and a response-distance constant of 1 .5 m .
Data taken by these instruments were averaged for 10 s before being trans-
mitted to the data-recording trailer. The wind-field anemometers were
calibrated with respect to three standards selected from the same batch .
The standards were then sent to the National Bureau of Standards (NBS)
for calibration in a wind tunnel, and the results of this calibration were
used for final calibration of the field instruments . The uncertainty in speed
for these instruments is ±1%, or 0 .07 m/s.
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2.2.4 Turbulence anemometers
The six turbulence stations used standard, commercially available bivane

anemometers (R.M. Young Co.) . Three of these anemometers were mounted
on each tower at heights of 1 .36, 3 and 8 m so that the vertical wind
profile, as well as the various parameters related to atmospheric turbulence,
could be determined . These anemometers have a starting threshold of
0.1-0.2 m/s and a response-distance constant of 1 .0 m. Factory-supplied
calibration curves were used, and data were taken at the rate of 3-5 Hz .

2.2.5 Heat-flux sensors
The heat-flux sensors were standard, commercially available heat-flux

plates (Hy-Cal Engineering) . They consisted of two layers of thermopiles
separated by material of known thermal conductivity, forming a thin rectan-
gular wafer that was buried just below the soil surface . These devices, along
with the humidity sensors, were installed at seven downwind gas stations
close to the array centerline .

2.2.6 Thermocouples
Standard Chromel-Alumel (type K) thermocouples were colocated with

each gas sensor to provide temperature . measurements of the gas cloud . The
10 mil thermocouples had a response time of about 0.5 s in a 5 m/s wind,
corresponding roughly with the infra-red gas sensors on the gas stations,
which averaged data for 1 s . Data from the upwind NWC meteorological
tower were used to determine the atmospheric temperature gradient in the
lower 15 m .

2.2.7 Cameras
Photography was an important diagnostic tool, and cameras were in

operation in all experiments except Burro 7 . Remotely controlled 16 mm
motion picture cameras were used in three locations . The crosswind camera
was on top of the control bunker, about 220 m from the spill point. The
upwind camera was about 70 m upwind of the spill point (close to T-1)
and about 1 .5 m above ground level. The overhead camera was about 120 m
north (downwind) of the spill point and about 45 m above ground level .
The cameras were supplied by NWC personnel and operated from the
bunker.

2.2.8 Infra-red imagers
The EG & G Remote Measurements group provided infra-red imaging of

several spills (Burros 2, 4, 6 and 9), using a helicopter-mounted Inframetrics
dual-band infra-red imager . The instrument had two channels -- one sensi-
tive to radiation with wavelengths between 4 and 6 .5 pm and one sensitive
to radiation with wavelengths between 7 and 14 pm . A strong methane
infra-red absorption band between 7 and 8 .5 pm should allow the methane
cloud to be imaged in the long-wavelength channel, using the ground as a
thermal radiation source .
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The overflights were successful in imaging the gas cloud as it dispersed
downwind. Traces of the cloud were seen, in the 7--14 pm channel, as far
downwind as 1500 m, where the gas concentration would have been sub-
stantially less than 1% . Unfortunately, the cold gas also cooled the groun'?,
changing the source characteristics. Consequently, the observed image was a
combination of methane absorption and the cold-ground effect . These two
effects will be separated in future work. An attempt was made to measure
the size of the LNG pool on the Burro 9 experiment by reducing the
imager sensitivity to see through the dense fog and image the LNG pool
against the water.

2.3 Data recording and storage
Data were transmitted from the stations to a central data-recording trailer,

where they were written onto a disk . After each experiment, the data were
written onto magnetic tape and shipped back to Livermore, where they
were transferred to the MASS storage system [4] at the LLNL Computa-
tion Center for archival preservation . Most data manipulation, plotting, and
contour generation were done with data-base files, created by the data-base
management system FRAMIS [5], using an LLNL-developed data-analysis
system called MATHSY [6] . This interactive, array-processing, mathematics
and graphics system has been a powerful tool for analyzing, handling and
displaying the large quantities of data from the Burro experiments .

2.4 Test summary
Table 1 is a summary of the test and meteorological conditions for the

eight LNG spills in the Burro series. Using wind-field data from the twenty
2-m-high anemometer stations, the mean and standard deviations for wind
direction and wind speed were calculated over a 6 min period that began at
the start of the spill. The descriptive atmospheric-stability category is based
on the Richardson number . The numerical values for atmospheric-stability
indices and other meteorological parameters were determined as described
in [11 and as summarized below .

The temperature and temperature-difference values used to calculate T *
were measured on an upwind NWC meteorological tower close to turbulence
tower T-1 . Temperature was measured at a height of 2 m, and temperature
difference was measured between the 2 m sensor and sensors at heights of 1,
5, 10 and 15 m .

The T,, values did not vary significantly during any experiment. The
friction velocity, u star (u * ), was diabatically adjusted (i .e . corrected for
non-adiabatic effects of atmospheric stability) and was derived from
turbulence-tower and wind-field data, and the corresponding roughness
length (zo ) was approximately constant at zo = 2.05 X 10-4 m for all
experiments .

The interrelated parameters (Richardson number, R ; Monin-Obukhov
length, L ; turbulent Prandtl number, a ; sensible heat flux, H; and diabatical-
ly adjusted momentum diffusivity, K) were calculated from the temperature
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and wind-velocity profiles in accordance with the theory of Dyer and
Businer [7,8], as modified by Lettau [9] .

3 . Vapor dispersion

3.1 General analysis

3.1 .1 Pool size
The airborne infra-red imager was used to measure pool size during the

Burro 9 experiment. Its sensitivity was reduced in an attempt to see
through the fog and image the LNG pool against the warm pond . The ob-
served image was about 10 m in diameter ; however, this should not be con-
sidered representative of other experiments since RPT's blew away the spill
plate early in the test, drastically changing the nature of the LNG pool on
the water surface .

3.1 .2 Gas-concentration contours
The LNG vapor-concentration data were used to generate two-dimen-

sional contour plots at 10 s time intervals during the experiments . A 10 s
average was chosen somewhat arbitrarily ; the intent was to use an averaging
time that was long enough to average out short-wavelength (much less than
cloud width) fluctuations, but short enough to preserve cloud meander .
Contour plots are generated for several surfaces ; horizontal surfaces at
heights of 1 and 3 m above the ground, and vertical crosswind cylindrical
surfaces at each row of the sensor array . The contours are of total hydro-
carbon concentration, with the data from the LLNL infra-red methane and
ethane-plus-propane channels being combined to correspond to the IST and
MSA total hydrocarbon measurements . Data from the faster response-time
instruments are also averaged, using a 10 s running average, so that all the
data have approximately the same time constant. Therefore, the contours
describe the 10-s-average LNG vapor-concentration distribution on a surface
at a given time .

The horizontal contours are calculated over a region that extends down-
wind from the spill point (x = 0) to the final row of sensors at 800 m (see
Fig. 2). To close the contours in the source region, the concentration at x =
0 is arbitrarily defined by a hyperbolic concentration distribution that is
held constant during the spill and that is decreased linearly to zero after the
spill valve is closed .

In both the horizontal and vertical contour-plot concentrations, a
"dummy" station is added to both ends of each sensor row at a distance
equal to the station spacing for that row. When the LNG vapor cloud is
well within the array and the concentration at the end of the row is essen-
tially zero (<1%), the concentration at the corresponding "dummy" sensor
is set equal to zero . If part of the cloud extends beyond the edge of the ar-
ray, the "dummy" sensors are ignored and the contours are truncated at the
edge of the array.
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The gas concentration at each station location is set equal to zero at a
height of 12 m . The concentration at the ground is extrapolated from the
measured values at heights of 1 and 3 m . When the 3 m concentration is
less than the 1 m value, the ground-level concentration is determined by us-
ing a quadratic extrapolation that passes through the 1 and 3 m concentra-
tion values and has a zero concentration gradient at the ground . For those
cases where the 3 m concentration is greater than the 1 m value, the
ground-level concentration is linearly extrapolated from these two values .
Concentrations at points within the calculational region are determined by a
linear interpolation in three dimensions .

Interpolating over the long distances between sensors in the 140, 400 and
800 m arcs produces some uncertainty in the calculation of gas-concentra-
tion values between these arcs . A linear interpolation scheme was used be-
cause of its inherent simplicity and ease of interpretation . If different inter-
polation schemes are used, different results will be obtained between arcs .
In particular, the distance to the lower flammability limit (LFL), i .e ., the 5%
contour for methane, is generally between the 140 and 400 m arcs for these
tests . If we use Burro 3 as an example, the linear interpolation scheme pro-
duces an LFL distance of 255 m maximum . If the concentration is assumed
to decrease with downwind distance as x', then LFL distances of 252, 207
and 188 m are obtained for n = 1 .0, 1 .5 and 2.0, respectively. Thus it ap-
pears that linear interpolation gives a maximum LFL distance . Analysis of
contours from all of the experiments indicates that the uncertainty in the
LFL distance is approximately -40 to +20 m .

Since the distances between sensors on a tower and stations in an arc are
much less than the distances between arcs, the uncertainty in contour loca-
tion is much less for the vertical contours than it is for the horizontal
contours. We estimate the uncertainty in the position of the vertical
contours to be less than 1 m .

3.1 .3 Cloud-centerline calculations
The cloud-centerline calculation is performed with the ATMAS atmo-

spheric transport code [10] . Using wind-velocity data obtained from the
20 wind-field stations and applying a 1/r interpolation-extrapolation scheme,
the code estimates the wind velocity over the entire region of interest .
Every 10 s the wind field is updated with new 10-s-averaged wind-velocity
data. The cloud centerline is generated by creating, every 2 .5 s, a marker
particle (conceptionally, using ATMAS) at the spill point and then allowing
it to be transported by the wind field. ATMAS calculates the marker-
particle trajectories, using the atmospheric advection-diffusion equation with
the diffusion terms set equal to zero . The positions of the marker particles
constitute the cloud centerline .

In general, the agreement between the wind-field calculated cloud center-
line and the orientation of the horizontal gas-concentration contours is
quite good. This is especially true when the centerline is near the center of
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the array, as was the case with Burro 9, as shown in Fig . 5 . Although there
were a few exceptions to this good agreement, they usually resulted from
the presence of inoperative gas sensors, which tended to distort the con-
centration contours . The agreement was also somewhat poorer near the
edges of the array, as in the Burro 7 experiment, primarily because of the
lack of wind-velocity data in the regions near the edges of the array and be-
cause of the 1/r interpolation-extrapolation scheme used in ATMAS being
somewhat biased in these regions .

3.1 .4 Mass-flux calculations
The calculation of the mass flux of gas through an arc of gas-sensor sta-

tions can be used to determine indirectly the vapor generation rate on the
spill pond. This is important since vapor generation was not measured direct-
ly . If the mass flux is integrated over time, it can be compared with the
total quantity of LNG spilled to determine the mass balance and how well
the array was able to measure the dispersing gas cloud. Such an evaluation
is necessary to determine whether the number of sensors and their locations
provided adequate coverage. Mass flux was calculated for the 140 m arc for
Burros 8 and 9 . Because of the low wind conditions for Burro 8, the cloud
spread exceeded the width of the array, but most of the cloud was
measured. On Burro 9, the entire cloud remained within the array as it
traveled downwind ; consequently, it provides a good test of mass balance .

The spatially integrated mass flux F(t) through the cylindrical surface of
radius r, centered on the spill point at time t, is given by

where p is ambient atmospheric pressure, M is molecular weight, R is the

(1)
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gas constant, c is gas concentration, u is the wind component normal to arc,
T is temperature, 0 is direction and z is height. The cumulative mass is ob-
tained by integrating eqn . (1) over time . Equation (1) is integrated numer-
ically, with accuracy being dependent on the number of points used to ap-
proximate the integrand in space and time .

Gas-concentration values were interpolated by appropriate linear and
quadratic relations described in the previous section . Wind-speed interpola-
tion was logarithmic with height, and temperature interpolation was loga-
rithmic with height from 0 .1---1 m and linear above that .

Results of the mass-flux calculations for Burro 9 are presented in Fig. 6a.
Integrating the interpolated data gives an integrated mass flux, shown by
the dotted line. The arrival and departure of the cloud are quite obvious .
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The decrease in flux between 45 and 70 s is attributed to RPT's disrupting
the vapor source. After integrating the flux from 0-200 s, a total mass of
7439 kg is calculated to have passed through the 140 m arc . This represents
72.3% of the 10285 kg spilled, and is a reasonably good accounting of the
mass released. Errors in the gas-sensor calibrations would contribute to this
discrepancy, as would the generally sparse nature of the gas-sampling (partic-
ularly in the vertical) array . The major source of uncertainty is probably
due to the mud and water thrown on the sensors by the large RPT's . The
readings appear to have been lowered enough on at least one of the stations
to account for most of the 28% of the gas missing from the analysis .
Taking this into account, the degree of agreement is quite satisfactory and
indicates a good overall accounting of the gas-cloud and sensor calibrations .

Burro 8 was not affected by RPT's . Results of the mass-flux calculations
are presented in Fig. 6b. The mass flux shows the arrival and rather gradual
departure of the cloud. Integrating from 0-600 s gives a total measured
mass of 9193 kg through the 140 m arc, or 76 .2% of the total spilled
(12,070 kg). Overhead photography indicated that the cloud spread was
greater than the width of the array, an observation supported by significant
measured gas concentrations at both edges of the array . It appears that
most of the cloud was contained within the 140 m arc and that concentra-
tions beyond the edge towers probably dropped off quite rapidly .

3.2 Gas-cloud characteristics
As defined by the data in Table 1, the Burro experiments may be

grouped into four categories according to the conditions for the experi-
ments : (1) Burros 2 and 3 for low spill rates, moderate wind speeds, and un-
stable atmospheric conditions ; (2) Burros 4-7 for low spill rates, high wind
speeds, and unstable atmospheric conditions; (3) Burro 8 for high spill rate,
very low wind speed, and slightly stable conditions ; and (4) Burro 9 for high
spill rate, moderate wind speed, and neutral atmospheric stability .

The gas-cloud centerline was best aligned with the array centerline for
Burros 3, 5, 8 and 9 . The array of operational gas sensors (see Fig. 2) was
most complete for Burros 7-9, but RPT's adversely affected the sensors in
the 57 m arc during Burros 6 and 9 .

After considering the above, Burros 3, 7, 8 and 9 were selected for discus-
sion of gas-cloud characteristics, one from each experimental category .

3.2.1 Burro 3
The Burro 3 cloud remained within the array, except at the 57 m arc,

where it extended beyond both sides of the array between 150 and 200 s .
The downwind location of the lower flammable limit (LFL), corresponding
to 5% volumetric gas concentration at the 1 m level, is plotted for Burro 3
as a function of time in Fig. 7, together with similar plots for the other se-
lected experiments . The downwind tip of the region enclosed by the 5%
contour (LFL contour) extended to a maximum downwind distance of



Fig. 7 . Radial downwind distance to lower flammable limit (LFL) from gas-
concentration contours at 1-m elevation for Burros 3, 7, 8 and 9 .

270 m, with a width of about 80 m between 60 and 120 s (see Fig. 8) . At
about 150 s, the distance to the LFL decreased to about 100 m and the
cloud bifurcated, producing high concentrations at the outer stations in the
57 m arc. Cloud bifurcation occurred during several experiments, and it ap-
pears to have been caused mainly by aerodynamic interaction between the
gas cloud and the wind . The bifurcation disappeared at 190 s and the LFL
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Fig. 8 . Horizontal concentration contours for Burro 3, showing cloud shape during max-
imum downwind extent of the LFL. Gas-concentration contours are 1, 2 .5, 7 .5, 10,
12.5 and 15% by volume .

moved downwind again at 220 s, after shutdown but before the cloud dis-
sipated. The downwind extent of the cloud for any value of gas concentra-
tion was always less at the 3 m level than it was at the 1 m level, and the
gas concentration decreased with height at all instrument arcs . The down-
wind location of the upper flammable limit (UFL), corresponding to 15%
volumetric gas concentration, was almost always upwind of the 57 m arc,
except during cloud bifurcation at 50 s and again at 150-180 s, when it ex-
tended to about 70 m downwind .

3.2.2 Burro 7
The Burro 7 cloud always extended beyond one edge of the array, but

the cloud centerline appeared to move on and off the array several times
during the spill. Burro 7 is an excellent example of cloud meander. The
downwind location of the LFL for Burro 7, at the 1 m level, is plotted as a
function of time in Fig . 7 . The LFL location oscillated between about 100
and 200 m . Most of this variation was caused by the meandering of the
cloud relative to the edge of the array (see Figs . 9, 10a and 10b), but some
may have been caused by bifurcation of the 5% contour . The vertical gas-
concentration contours for the 57, 140 and 400 m arcs showed less and
less of the cloud within the array with increasing downwind distance .
Because of this trend and the cloud meander, the location of the LFL is un-
certain. Gas concentration decreased with height at all instrument arcs . The
downwind location of the UFL was slightly downwind of the 57 m row
(perhaps 20 m) during much of the spill, but the true location is uncertain
because these high concentrations occurred at the end of the 57 m arc .
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Fig. 10 . Vertical concentration contours, 140 m arc, showing Burro 7 cloud meander
(a) within array at 160 s and (b) over edge of array at 170 s .
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3.2.3 Burro 8
The Burro 8 cloud was centered, but extended beyond both sides of the

array. However, mass-balance calculations indicate that most of the gas was
accounted for within the array. The downwind location of the LFL for
Burro 8, at the 1 m level, is plotted as a function of time in Fig . 7. Only in
this case did the LFL appear to stabilize at a given location, approximately
320 m . However, concentrations above 5% were detected at the 3 m level at
the end of the 400 m row late in the spill .

The Burro 8 cloud is especially interesting because the very low wind
speed permitted the gravity flow of the cold, dense gas to be almost inde-
pendent of the surrounding atmospheric boundary layer . Photography
showed that the cloud extended about 40 m upwind of the spill point, as
well as beyond both sides of the array . Figure 11 is an overhead photo-
graph of the Burro 8 cloud during the spill . The facility can be seen at the
far right, and the towers in the 57 m arc can be seen in the middle of the
cloud . The cloud was wider and lower in height than that from any of the
other Burro experiments. Figure 12a shows the 1 m gas-concentration con-
tours at 200 s ; this example is representative of these contours from about
100-260 s. As shown the cloud was bifurcated much of the time, probably
because of the interaction between the lateral gravity flow and the longitu-
dinal atmospheric flow. The cloud, therefore, tended to divide into two
lobes that also appeared to be affected by the terrain. The flow of the up-

Fig. 11 . Overhead view of the Burro 8 cloud. The spill facility can be seen at far right,
with the spill pipe extending out into the cloud . Towers from the 57 m arc can be seen
in the center of the cloud .
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Fig. 12. Gas-concentration contours, showing Burro 8 bifurcated cloud configuration
(a) horizontally at 1 m elevation and (b) vertically at 140 m arc at 200 s . Contours are
plotted as though the reader were looking back toward the spill pond and are shown for
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per one in Fig. 12a is uphill (see Fig. 2), and the lower one is along the
edge of the dry lake bed. Consequently, there is probably more gas in the
lower (left) lobe than in the upper (right) lobe, as shown in Fig. 12b . The
cloud height measured at the 57 m arc was much less than that for the
other experiments . For example, the sensors at the 3 m elevation in the
57 m arc did not detect any gas until between 100 and 120 s, even though
many of the sensors at 1 m detected gas at 20 s . The LFL at the 1 m level
extended about the same distance downwind in both lobes (about 320 m,
see Figs. 6 and 12a). However, the maximum concentration in the lower
lobe (left in Fig. 12b) may have been missed since ^-5% concentrations
were detected at the left edge of the 400 m row, at the 3 m level, between
400 and 500 s, which may have been due to the meander of this part of the
cloud back across the sensors .
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3.2.4 Burro 9
The cloud was within the array for the entire test, and most of the gas

sensors were operational on Burro 9. Unfortunately, RPT explosions ad-
versely affected the data from the 57 m arc and slightly affected data from
the 140 m arc . The downwind location of the LFL for Burro 9, at the 1 m
level, is plotted as a function of time in Fig . 7. The LFL location did not
stabilize during the short spill (only 79 s) ; the I m contour plot in Fig . 13
shows its maximum extent to 350 m, with a width of about 75 m, at 80 s .
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Fig. 13 . Horizontal concentration contours for Burro 9 at 80 s, showing maximum down-
wind extent of the LFL. The dotted lines represent an attempt to correct for the effect
of the RPT explosions on the sensors. Gas-concentration contours are shown for 1, 2 .5,
5, 7.5 and 10% by volume .

The constriction in the contours at the 57 m row is a consequence of the
effects of the RPT explosions on those gas sensors ; the dotted lines repre-
sent our estimate of the actual contours . The high-concentration core of
the gas cloud "lifted off" the surface between 140 and 400 m, as shown in
Figs. 14a and 14b . This is believed to be a result of atmospheric boundary
layer shear stress, not buoyancy [11] . It is not possible to make a state-
ment about the UFL location because of the effects of the RPT explosions
on the gas sensors in the 57 m row .

3.3 Gas-concentration statistics
As noted above, data were taken at a rate of 3---5 Hz at the turbulence

stations and were smoothed before being used with data from other stations
to generate the gas-concentration contours that represent 10-s-average con-
centrations. The methane channels of the LLNL infra-red sensors were rela-
tively noise-free down to 10 s mean-concentrations of a few tenths of a per-
cent. To better understand the significance of fluctuations about the 10-s-
average values, unsmoothed 3-5 Hz data from the methane channels of the
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Fig. 14. Vertical concentration contours for Burro 9, showing cloud liftoff, with highest
concentration (a) on surface at 140 m arc and (b) above surface at 400 m arc. Contours
are shown for 1, 2 .5, 5, 7 .5 and 10% by volume .

turbulence station sensors were processed to obtain peak concentration
values and standard deviations from the mean for Burros 7, 8 and 9 .

A total of 555 ten-second samples were obtained from mean concentra-
tions of 0.1% and greater; 50 for Burro 7, 414 for Burro 8, and 91 for
Burro 9. The peak-to-mean methane concentration ratios for these 555
samples are plotted vs . methane concentration in Fig . 15 . Note the general
trend for increasing peak-to-mean concentration ratio with decreasing mean
concentration. Almost all peak-to-mean ratios greater than two to three are
associated with one or more zero values of gas concentration in the 10 s
sample . Note also that, at mean concentrations of 0 .5% and greater, peak-to-
mean ratios higher than three are not very likely . Attention is called to two
limit lines of peak-to-mean ratio vs. mean concentration : one for 15% peak
volumetric concentration (the upper flammability limit), the other for 5%
volumetric concentration (the LFL for methane) . Points on or between
these lines are associated with gas concentrations in the flammable range .
Thus, we see that flammable peak concentrations of 5% or more are not un-
common for mean concentrations above 1% .

Concentration fluctuations about the LFL (5% for methane) are of
special interest. A total of 100 10-s samples were obtained for mean con-
centrations ranging from 2 .5-10% : 25 for Burro 7, 58 for Burro 8, and
17 for Burro 9. The ratios of the peak-minus-mean to the standard devia-
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Fig. 15. Peak-to-mean concentration ratio vs . mean concentration for Burros 7, 8 and 9 .
Points between the diagonal lines are within the flammable limits .

tions from the mean were calculated for these 100 points . Assuming a log-
normal distribution for these fluctuations and their ratio [11], the follow-
ing geometric mean values were determined for the ratio of the peak-minus-
mean to the standard deviation from the mean : 2 .54 for Burro 7, 1 .78 for
Burro 8, and 2.18 for Burro 9 . These values of approximately 2 are con-
sistent with the lower range of values for peak-to-mean vs . logarithmic stan-
dard deviation presented in [11] .

4. Gas-cloud dynamics and thermodynamics

4.1 Momentum displacement by cold gas
In most experiments, the horizontal wind field was not obviously af-

fected by the presence of the cold gas cloud . However on Burro 8, with the
lowest wind speeds (see Table 1), the mean flow was observed to diverge
around the cold cloud and was reduced significantly within the cloud, as
shown in Fig. 16. The mean wind speed, u (based on a 60 s averaging
window), at 1 .36, 3 and 8 m during Burro 8 is plotted in Fig. 16a for
station T-1 (upwind) and in Fig. 16b for station T-2 (downwind) . It is clear
that the introduction of the cold gas cloud significantly perturbed the wind
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Fig. 16 . Mean wind speed during Burro 8, (a) at station T-1 upwind of the spill pond
and (b) at station T-2 downwind of the spill pond and within the gas cloud.

field near the ground . Similar mean wind-speed plots for Burro 7 and
Burro 9 did not show such an effect .

To quantify the effect of the cold gas on the flow field, we used profiles
of mean wind speed at stations T-1 and T-2 to estimate displacement
thickness -- a measure of how boundary layer flow tends to be displaced
upward by the introduction of cold gas . The displacement thickness 6 is ob-
tained by vertically integrating the momentum defect profile, F,

n
6(t) = f F(t) dz

	

~, FiAzi

	

(2)
Z

	

i=1

The momentum defect profile, as defined here, is a relative measure of the
momentum loss downwind of a thermal discontinuity, expressed for sta-
tions T-1 and T-2 as

_ u,(t)

	

ui(t)

FT(t) _ Lus(t)J T-1 - Cus(t)J T-2

	

(3)

where i refers to a given measurement height (1 .36, 3 or 8 m) such that F
goes to zero at 8 m .

The definition given in eqn (3) differs somewhat from the classical form
(as given by Schlichting [12], for example). Equation (3) is normalized to
the local 8 m wind speed-rather than to the "free-stream" speed, and down-
wind speed profiles are subtracted from the upwind profiles to account for
temporal changes (nonsteady winds) .
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Results for Burros 8 and 9 are shown in Fig. 17. Upward displacement of
the flow as a result of cold-gas intrusion is clearly evident on Burro 8 and
not apparent for the higher wind conditions of Burro 9 . Thus it appears
that entrainment of ambient air into the cold cloud was greatly reduced on
the Burro 8 test, allowing the cloud to remain relatively decoupled from
the external air flow and to displace the momentum field upward . This was
supported by the observation that the residence time of the cloud at the
gas stations was longer than expected for simple transport at the wind
speed, an effect that was also observed only on the Burro 8 test .
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Fig. 17 . Comparative momentum displacements of (a) the low-wind-speed Burro 8 and
(b) higher-wind-speed Burro 9 experiments .

4.2 Surface heat flux
Measurements of heat transfer from the ground were made during pas-

sage of the cold-gas cloud, using heat-flux sensors in the ground . These
sensors responded markedly to passage of the cold-gas cloud, as shown in
Fig . 18. Typically, soil heat fluxes were over 200 W/m 2 when cold-gas
temperatures were 15° C below ambient air at the 1 m height .

Most of the heating of the dispersing cold-gas cloud comes from adiabatic
mixing of the cold gas with warm air, as well as the condensation and freez-
ing of water vapor in the air . Previous experiments have shown that this
does not account for all of the cloud heating observed experimentally and
that some significant amount may come from the ground .
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Fig. 18. Typical ground heat flux and gas temperature at 1 m height at the 57 m arc
during the Burro 7 experiment .

Although a detailed energy balance analysis has not yet been performed,
we investigated a simple heat-transfer model :

GF = VH (Pcp)mixLT,

	

(4)

where GF is the ground flux of heat to the gas mixture, AT, is the temper-
ature decrease of the gas mixture at the one-metre height, VH is a rep-
resentative energy-transfer velocity (regardless of the real mechanisms of
transfer), p is the density and cp is the specific heat of the gas-air mixture .
Since both GE and A T, change with time, this equation is representative of
heat gained by the cloud only if A T is characteristic of the temperature dif-
ference from soil to gas, and if GF is the only significant component of heat
transfer .

We found over several tests (Burro 5, 7, 8 and 9), and at both 57 and
140 m downwind, that the heat-transfer velocity VH was apparently inde-
pendent of wind speed, even when wind speed varied significantly .
Investigations of more complicated models, including buoyancy terms and a
drag coefficient, do not appear to be warranted by the data . As a simple ap-
proximation, the Burro test data show that VH is nearly constant, i .e ., VH
;zt:;0.0125m/s with a standard deviation of 36% between values from succes-
sive measurements . This model will be used in computer simulations of gas
dispersion and in the energy-balance analysis now in progress .

2114'
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4.3 Humidity enhancement
We investigated absolute humidity enhancement over several tests (Burros

2, 3, 5, 6, 7, 8 and 9) and at downwind distances of 57 and 140 m .
Typical time traces of humidity and gas concentration at the same sta-
tion are shown in Fig. 19. We found that, to a good approximation, the
relative increase in absolute humidity (pw - pwo )/pwo is correlated to gas
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Fig. 19 . Typical absolute humidity and gas concentration at 2 m height at the 57 m arc
during the Burro 7 experiment.

concentration, c, in volumetric fraction, such that

1 dpi
14.8

pwo do

with a standard deviation of 37% between values for successive measure-
ments . This implies that in the Burro series of tests a 1% gas concentration
was associated with a 15% increase in absolute humidity . The ambient, ab-
solute humidity values (p wo ) averaged about 2 .2 g/m 3 in the dry desert en-
vironment of the Burro tests . The humidity enhancement was negatively cor-
related to gas temperature also, but the variation between tests was very
large. On some of the tests, air temperature remained cold long after the
humidity enhancement vanished, because of the lag before ground tempera-
tures returned to normal .

The measurement of humidity enhancement provides another element
necessary to determine the overall energy balance of the dispersing cloud .
Thus, the thermodynamic effects of evaporation, condensation, and subse-
quent re-evaporation of the additional water on the energy balance can be
calculated . The relationship between humidity enhancement and the nature
of the LNG spill and the extent of the cloud drift over water has not yet
been determined . However, observations indicate that, under certain circum-
stances, humidity enhancement must be considered as a source of heat in-
put to the cloud .

5 Differential boiling and rapid phase transitions

Strong RPT explosions were observed during the Burro 6 and 9 experi
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Fig. 20 . Temperature-composition diagram for the methane-ethane system [13 ] .
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ments ; one possible cause of these explosions is differential boiling of the
LNG components. In this section, we examine the evidence for differential
boiling of LNG and then review the physics of RPT explosions with respect
to what was observed during the Burro series .

5.1 Differential boiling
The primary constituent of LNG is methane (-95%), with smaller frac-

tions of ethane, propane and other heavier hydrocarbons . Although the
ethane and propane concentrations are small in the liquid (4% and 1%, re-
spectively), they are, in some respects, more hazardous than the methane
since they have been shown to lower the initiation energy required to de-
tonate mixtures of methane and air . LNG mixtures rich in ethane also ex-
hibit a greater propensity toward RPT explosions than do those that are 95%
methane, a point discussed in the following section . The nominally small
fraction of heavier hydrocarbons increases substantially late in the spill due
to the differential boiloff of each species according to the differences in
boiling-point temperatures . The normal boiling-point temperatures for
methane, ethane and propane are -161, -88 and -42°C, respectively .

Since the bulk of LNG is methane, the temperature of the liquid pool
will be -161° C initially, as can be seen in the temperature-composition
phase diagram for the methane-ethane system [13] shown in Fig . 20 . The
bulk temperature of the liquid does not increase appreciably until most of
the methane has boiled off, leaving liquid rich in ethane (and propane) .
Consequently, high concentrations of the heavier hydrocarbons would be ex-
pected in the vapor only late in the spill .

In practically every test of the Burro series there was a noticeable in-
crease in the ethane-plus-propane concentration at the end of the spill . This
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is illustrated by gas-concentration data from the methane and ethane-plus-
propane channels shown in Fig . 21 . Although this trend in the concentra-
tion data is in qualitative agreement with the expected enrichment resulting
from differential boiloff, some technique for verifying the absolute values
of these results is required . Verification was obtained by integrating the
flux of ethane-plus-propane over the duration of the test and comparing
this result to the assayed composition in the spill tank . To do this properly,
the infra-red sensor being analyzed must have observed gas concentrations
typical of the general cloud composition for the duration of the spill .
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Fig. 21 . Gas-concentration data for the ethane-plus-propane and methane channels from
infra-red sensors in the 57 and 140 m rows for the Burro 8 experiment .

Unfortunately, the gas-concentration data from the 57 m row were general-
ly obtained under heavy fog conditions and had to be omitted from the
analysis because of the sensitivity of the ethane-plus-propane data to the
fog attenuation . Imposition of these constraints on the infra-red gas-
concentration data produced two sets of data appropriate for analysis .
These two data sets are shown in Fig . 22 in terms of three parameters : R 0 ,
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the enrichment ratio determined from the pre-spill composition in the spill

tank; Rc, the calculated vapor cloud assay ; and the instantaneous enrich-
ment ratio R(t), defined as

u(t)Ce+p (t)

	

(5)R(t) = u(t)[Ce+p(t) + Cm(t)I

where u(t) is the wind velocity at the sensor at time t, Ce+p(t) is the instan-

taneous ethane-plus-propane concentration, and Cm(t) is the instantaneous

methane concentration. The integral over the duration of the test of the

numerator of eqn. (5) divided by the integral of the denominator of eqn . (5)

is defined as Rc, i.e .,

fu(t)Ce+p(t)dt
R~ _

	

(6)

f u(t)LCe+p(t) + Cm(t)] dt

Ro and Rc should be equal. The results given in Fig. 22 show this to be

nearly true for both Burro 7 and Burro 8 .

The calculated cloud assay values (R .) were determined by integrating

eqn. (6) from t = 0 to the times indicated by the dashed lines on Fig . 22.

These termination times correspond to the times beyond which the ethane-

plus-propane concentration is less than 0.05%, a value well below the noise
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leve). of the instrument. Consequently, the period of duration for 100%
ethane-plus-propane (10 s for Burro 7 and 62 s for Burro 8) is a maximum
value in both cases. The calculated assay value for Burro 7 (R e = 0.11) is
very sensitive to the choice of the integration termination time (for
example, if integration is terminated at t = 213 s instead of t = 223 s, then
Re = 0.086) . The calculated assay value for Burro 8 shows little variation
with the choice of termination time (Re = 0.039 for termination of t =
503 s, instead of t = 565 s) . Although an accurate estimate of the extent of
the enriched vapor cloud is difficult from the data in Fig . 22 because of the
low concentration levels involved (less than 1%), it is evident that the ef-
fects of differential boiling on the pond were observed as far as 140 m
downwind during the Burro series tests .

The measured methane and ethane-plus-propane concentrations at the
center of the 57 and 140 m rows for the Burro 8 test, shown in Fig. 21,
show enrichment by the heavier hydrocarbons of the later portions of the
vapor at both stations, with peak ethane-plus-propane concentrations of 4%
at T-2, decreasing to 1/2% at G-6 . The downwind spreading or dispersion of
the heavier hydrocarbons appears to be comparable to the dispersion of the
methane vapors alone. This indicates that the dynamics of the dispersion of
methane and ethane-plus-propane vapors are similar. The concentrations at
T-2 late in the spill (t = 200 s) show that both the methane and ethane-plus-
propane vapors are above the LFL and that the heavier hydrocarbons make
up about 40% of the cloud at this point . In fact, the stoichiometric con-
centrations for a 40% ethane/60% methane mixture are 3 .0% ethane, 4.5%
methane and 92.5% air. Further, experiments have demonstrated [14] that
just such a stoichiometric mixture can be detonated by explosive charges as
small as 0 .2 kg when the charges are immersed in the gas mixture .
Calculations by Westbrook and Haselman [15] of a shock wave propagating
through a homogeneous stoichiometric ethane, methane, and air mixture
show excellent agreement with the data of Bull et al . [14] for ethane-
enriched LNG vapors. Thus, it would appear that enriched LNG vapor mix-
tures, such as those late in the Burro 8 spill (Fig . 21), could be detonated
by shock waves from explosions of sufficient magnitude. It is not known
whether such a detonation in the ethane-rich region of the cloud would con-
tinue to propagate when it reached the methane-rich gas-air mixtures. It is
also important to note that spill- or accident-produced clouds are not uni-
form in composition or well mixed, although very large clouds could have
large homogeneous regions. The concentration fluctuations could also affect
the propagation of the shock wave.

In considering the potential sources of initiation for such an accidental
detonation in the ethane-enriched region, a disturbing new possibility arises .
As will be discussed in the next section, four RPT explosions occurred on
the Burro 9 test with overpressures, at 30 m, in excess of 0 .18 psi (the
largest being 0 .72 psi) . The pressure pulses observed had the characteristics
of classical airblast shock waves . No data were collected during these exper-
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iments to allow determination of the characteristics of the pressure pulse
near the explosion source . However, if we assume the worst case and extra-
polate as though the explosion were from a TNT source, we find that the
shock strengths from these four explosions would be sufficient for initiation
of a detonation in a stoichiometric mixture, in which the fuel is 40%
ethane and 60% methane . Thus, sufficiently strong shocks may exist at the
source of the RPT explosion . Furthermore, there appears to be a class of
large RPT explosions, associated with differential boiloff of the LNG, that
occur, preferentially, late in the spill at about the same time that the en-
riched region of the cloud is produced. We expect, of course, significant
close-in differences between the RPT explosions and those from TNT .
However, in our present analysis, we cannot discount the possibility that
the shock wave produced by an RPT could ignite the ethane-rich portion of
an LNG vapor cloud. Close-in shock pressure and vapor-composition
measurements will be necessary to resolve this issue .

5.2 Burro series rapid phase transition (RPT) explosions
Numerous RPT explosions occurred with varying severity and frequency

during two of the Burro series spills in 1980 . A summary of all available
data pertinent to RPT explosions for the Burro series spills is given in
Table 2. Several large explosions occurred during the Burro 6 and 9 spills .
Examination of Table 2 shows that many variables are involved : pressuriza-
tion technique, spill rate, spill-plate location, LNG composition, and the
time of occurrence of the RPT explosions. Unfortunately, these variables
were not controlled ; as a result, one cannot deduce the precise cause of the
RPT explosions . Clearly the heavy hydrocarbon concentrations, as measured
in the tank shortly before each spill, are much lower than the 60% min-
imum required to produce simple spill RPT explosions according to
Porteous [16] . Also, the estimated impact velocity associated with the max-
imum spill rate obtained (Burro 9) was less than 5 m/s (assuming liquid
phase only) - well below the range of impact velocities for which the RPT's
were observed at M .I.T. [17] .

There were several large RPT explosions very late (-130 s) in the Burro 6
spill. These explosions occurred in rapid succession and out on the pond,
away from the spill point . In this case, we believe that the explosions were
the result of the enrichment of the LNG caused by the differential boiloff
of the methane on the pond . It is not yet apparent why this happened dur-
ing Burro 6 and not during Burros 2-5, since the spill rates and tank com-
positions for the five spills were similar . The only obvious difference was
that Burro 6 involved partial self-pressurization and may have had less dis-
solved nitrogen present. However, the nitrogen should have come out of
solution very early in the spill and not affected the pool characteristics at
the times of the RPT explosions .

The spill plate that was attached to the spill-pipe exit also complicated
analysis of the RPT explosions. Although the spill plate was submerged in
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the early tests (Burros 2 and 3), allowing the LNG to come into initial con-
tact with the water, the spill rate was lower, resulting in a smaller impact
pressure. As the spill rate increased (Burros 6-9), little (if any) water was
available for the initial direct impact of the LNG until Burro 9 . This was
caused by evaporation and the resultant lowering of the pond water level,
which customarily occurs each summer. Before the Burro 9 spill, the spill
plate was lowered about 5 cm below the surface of the water, allowing
LNG spilled at the maximum spill rate to interact more readily with the
water. Unfortunately, there were other differences between the Burro 9
spill and the previous ones : an unusual cooldown and the loss of the spill
plate during the spill .

The typical Burro series cooldown procedure was as follows. Several
hours before the estimated spill time, the test director would begin to cool
down the portion of the spill pipe up to the spill valve (see Fig . 1) . This
was accomplished by closing the tank vent valve and allowing the tank to
partially self-pressurize by evaporation, forcing the LNG up the dip tube,
where it spilled over into the 53-m-long section of pipe leading to the spill
valve. The pipe vent valve allowed vaporized gases in this pipe section to
escape so that the entire volume (2 .2 m3 ) could be filled with LNG .
Dr . C .D . Lind of the Naval Weapons Center, the test director, estimates that
the methane concentration in this section of the spill pipe could be no less
than 85% as a result of the preferential methane evaporation . This self-pres-
surization scheme produced pressures of about 5 psi in the tank 15 min
before the test . The pressure was then boosted slowly to 30 psi, using com-
pressed nitrogen . During the cooldown procedure the bypass valve was
partially opened, and some LNG was allowed to trickle out the remaining
41 m of the spill pipe in an attempt to cool this pipe section . The LNG in
this last section of the spill pipe was surely further enriched in the heavier
hydrocarbons ; however, an accurate estimate of the degree of enrichment
is difficult .

During Burro 9 cooldown the bypass valve malfunctioned, allowing a
larger than normal flow of LNG out the spill pipe before the spill .
Consequently, an abnormally large amount of enriched LNG may have been
in the spill pipe when the spill valve was opened . Perhaps the pressure wave
generated when the spill valve first opened forced the enriched LNG in the
last 41-m-long section of the spill pipe out the exhaust ahead of the main
body of LNG and produced the first few RPT explosions . This scenario is
substantiated somewhat by the timing of the RPT explosions and by the
flow-rate data obtained just upstream of the spill valve . Using the flowrate
data and assuming single-phase (liquid) flow for the duration of the spill, a
simple calculation shows that at least 10 s would be required for the LNG
on the upstream side of the spill valve to reach the pond surface . As shown
in Table 3, there were three RPT explosions before this. The second largest
explosion occurred at 21 .4 s when the LNG initially in the 53-m-long sec-
tion of the spill pipe was being exhausted, and the storage-tank LNG was
spilling out when the largest RPT explosion occurred at 35 .1 s . This would
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TABLE 3
Occurrence times and magnitudes of major Burro 9 RPT explosions [181

Time a

	

Static pressure b

	

TNT equivalent c
(s)

	

(psi)

	

(g)

a t = 0 is start of spill-valve opening .
b Measured at distance of 30 m .
I Equivalent free-air point-source explosion of TNT .

seem to indicate that LNG containing only 17% heavier hydrocarbons and
impacting at velocities of less than 7 m/s (assuming single-phase flow) can
produce significant RPT explosions . One must also consider that the spill
plate was knocked loose some time before the largest explosion (35.1 s),
greatly changing the LNG-water interaction dynamics . The exact time of
this occurrence and its effect on the RPT explosions is not known .

Lind recorded 20 significant RPT explosions during the Burro 9 spill [18] .
The largest 11 and their times of occurrence are given in Table 3 . Films
show that large airblast overpressures are not necessarily associated with
large water-plumes, indicating that some of the explosions occurred deep
(1 m) underwater. Damage to the facility also indicates that large explo-
sions must have occurred essentially at the pond bottom . Analysis of the
airblast measurements indicates that at least 50 MJ of energy was released
in the 20 explosions, which corresponds to 11 kg of TNT . The polymorphic
detonation theory developed at Washington State University [19,20] allows
one to estimate the minimum amount of superheated cryogen needed to
produce a detonation of known magnitude . The theory employs the volume
change of the phase transformation as the energy required to sustain a de-
tonation wave, and the superheat phenomenon as the energy-storage
mechanism. The initial work by Rabie et al . [19] was extended by Hixson
[20] to describe detonation properties based on more realistic equations of
state. However, the equations are involved and, as yet, have only been used
to calculate the bounds of the detonation properties for methane and
propane. If the fluid is heated to the superheat temperature limit at 1 atm,
the energy available for detonation is about 83 J/g for methane and 112 J/g

6.5 0 .12 65
7.1 0 .15 115
9 .2 0 .27 530

21.4 0 .57 3400
35.1 0 .72 6300
43.2 0 .10 41
46.0 0 .12 65
54.1 0.12 65
54.9 0.13 80
66.9 0 .19 215
72.7 0 .12 65
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for propane. The minimum volumes of methane, ethane and propane neces-
sary to produce the energy release measured during the Burro 9 RPT explo-
sions are 1 .46, 0.93 and 0.79 m3 , respectively. This is certainly a lower
limit since the attenuation of the blast waves from the underwater explo-
sions was not accounted for . The actual volumes spilled were 22 .66, 1 .26
and 0.23 m3 , respectively . The required volume of ethane was calculated,
using an estimated available detonation energy of 100 J/g . Clearly, only a
small fraction of the methane would have to be superheated, whereas prac-
tically the entire spilled volumes of ethane and propane would have to be
heated to the superheat limit at the same moment to produce the measured
explosive energy release . Thus, it is clear that significant amounts of
methane must have contributed to these RPT's . This is further evidence
that a standard mixture of LNG (80-90% methane) spilled onto the water at
low velocity is capable of undergoing significant RPT explosions .

At this time, we can only make general conclusions about the RPT explo-
sions during the Burro series . The late explosions of Burro 6 were most like-
ly caused by enrichment of the LNG pool as a result of the differential boil-
off of the methane . However, it is very difficult to draw any conclusions
about the Burro 9 RPT explosions because of the lack of quantitative infor-
mation on the pertinent parameters . The pressure measurements - fielded
by Lind after the initial RPT occurrence on Burro 6 -- produced very use-
ful data during the Burro 9 RPT's, but not enough data were obtained to
understand the mechanism or to predict what might happen during an
accident .

Summary and conclusions

Of the eight Burro series LNG spill experiments performed at China Lake
in 1980, four proved to be identifiably different from each other and amen-
able to analysis. The Burro 3 test was performed in an unstable atmosphere,
with a moderate wind speed and a low spill rate . Burro 7 had a low spill
rate, high wind speed, and slightly unstable atmosphere. The Burro 8 test
was particularly interesting in that it had a high spill rate, very low wind
speed, and slightly stable atmosphere . Burro 9 had the highest spill rate of
all, moderate wind speed, neutral atmospheric stability, and numerous RPT's .
Most of our analysis has been centered on these four tests .

An extensive array of instrumentation was deployed both upwind and
downwind of the spill pond. Wind speed and direction, humidity and
temperature were measured both upwind and downwind . Four radial arcs
containing 30 gas-sensor stations were deployed downwind to 880 m from
the spill pond and measured gas concentration and temperature at three ele-
vations, as well as humidity and heat flux from the ground .

The gas-concentration and wind-field data were processed and analyzed
to define the gas cloud as a function of time using contour plots, and the
wind field as a function of time using wind-field flow lines . The gas cloud
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orientation and the wind-field flow lines were generally consistent in that
the maximum gas concentrations generally lay along the wind-field center-
line. The notable exception to this was Burro 8 in which the gas flow was
dominated by gravity, producing a highly bifurcated cloud that tended to
follow low regions of the terrain . The bifurcated cloud caused maximum
gas concentrations to occur on either side of the wind-field centerline .
Other exceptions occurred when the cloud extended beyond one side of the
array where the extrapolated wind field was not reliable or when several gas
sensors were not operational, causing distortions in the gas contours .

Additional consistency checks were made in an attempt to demonstrate
the validity of the data. The mass flux of gas through an arc of gas sensors
(140 m arc) was calculated and integrated over the duration of the test for
both Burro 8 and 9) . The cloud stayed within the array for Burro 9 and, if
RPT effects are considered, the gas sensors accounted for essentially all of
the LNG spilled. The gas cloud from Burro 8 was visibly wider than the
instrument array, but the mass-balance calculation indicates that 76% of the
gas was detected. The mass flux of ethane-plus-propane was also calculated
and integrated over the spill duration . The results compared favorably with
the tank assays at the time of the tests .

The normal turbulent flow in the lower atmospheric boundary layer total-
ly dominated the transport and dispersion of gas on all of the tests except
Burro 8. On this test, the wind speed was low and the gas flow was domi-
nated by gravity . This produced an exceptionally wide low cloud that
actually displaced the ambient wind field upward by about 1 .5 m, causing
the wind speed within the cloud to drop essentially to zero . We believe that
what was observed to occur during Burro 8, under very low wind condi-
tions, is likely to occur on larger spills under a variety of conditions. The
ability of large masses of cold, dense gas to displace the normal atmospheric
flow has profound implications for hazard prediction from large accidental
spills. Larger spills are badly needed to determine if this phenomena is like-
ly to be important in the case of an accident .

Time histories of the downwind distance to the LFL were obtained from
the gas-concentration contours for Burros 3 and 7-9 . The downwind LFL
location appeared to stabilize only in the case of Burro 8, where it was
330 m at a height of 1 m . However, the occurrence of 5% gas concentra-
tions at a height of 3 m at the outermost stations in the 400 m arc, late in
the Burro 8 test, indicate that the furthest extent of the LFL may have
been missed.

Large-scale differential boiloff of the various constituents of the LNG
was again observed on this series of tests . Substantial ethane and propane
enrichment of the cloud occurred late in the spills and propagated down-
wind. Flammable mixtures with enrichments of the fuel ranging up to 40%
ethane and propane were observed to travel downwind substantially beyond
the 57 m arc, reaching the 140 m arc in some cases . This ethane-enriched
region represents an additional hazard since it is more easily detonated than
the methane-rich majority of the cloud .
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Data and theory available before the Burro series indicated that RPT ex-
plosions were not likely to occur . Although numerous explosions were ob-
served on both Burros 6 and 9, they occurred under very different circum-
stances . Differential boiling and the consequent enrichment in higher hydro-
carbons of the LNG appear to be involved in the Burro 6 explosions, but
the Burro 9 explosions appear to be due substantially to the direct interac-
tion of LNG with water. The explosions were energetic enough to have
caused some damage to the facility, with a maximum overpressure (static)
of 0.72 psi being recorded at 30 m . Two disturbing possibilities associated
with the occurrence of RPT's arise : first, RPT's could be energetic enough
to turn a small accident into a large one and, second, the RPT-produced
shockwave might be energetic enough to ignite the ethane-rich and more
easily detonatable region of the vapor cloud . More large experiments at
higher spill velocities will be required to determine how severe these hazards
might be .

The high-frequency data (3-5 Hz) indicate significant fluctuations about
the 10-s-average values used as the basis for discussions of gas-transport and
generation of contour plots. Fluctuations above 5% gas concentration are
commonly associated with 10-s mean concentrations above 1%. This implies
that the flammable extent of a gas cloud will be larger than is indicated by
the mean LFL contour generated from either the experimental data or com-
puter calculations .

The heat flux from the ground into the cold cloud was found to be inde-
pendent of wind speed. Although several more complicated models were
tried, the data correlate best with a simple linear dependence on tempera-
ture difference between the ground and the cloud .

Humidity measurements made both upwind and downwind in the array
indicated that the water content of the gas cloud was substantially higher
than the ambient air. The correlation showed that a 1% gas concentration
was associated with a 15% increase in absolute humidity. The mechanism
by which this additional water is entrained by the cloud during the spill
process is not yet known . However, both humidity and heat flux contribute
to the overall energy balance of the dispersing gas cloud and can affect the
nature of the dispersion .

The data discussed in this paper are part of the ongoing DOE program of
safety research into liquefied gaseous fuels . The goal of the program is to
be able to predict the hazards associated with accidents involving LNG or
other liquefied gaseous fuels. To that end, the data are being used for de-
tailed comparisons with computer models, but it is clear that we do not
have enough information on hand to draw general conclusions about the ef-
fects of varying atmospheric and spill conditions . The Burro 8 data have
demonstrated to us that larger tests are necessary if the relationship be-
tween spill size and atmospheric dispersion is to be understood . Additional
field experiments to investigate RPT's and vapor fires are currently under-
way, as is further analysis of the data and comparison with theory and
models.
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